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What we do with Ceph

* Global Platform
* Object Storage

* Block Storage
e Both HDD and NVMe




HDD vs NVMe
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When should we move from Hard Drives to Solid State?



Refresher on HDD

e 100-150 IOPS

* 2ms latency

* Max capacity 36TB

* Depends on mechanical reliability

e ”Spinning Rust”
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What is NVMe?

e 400k-1m IOPS

e 80us/15pus r/w latency

* Max capacity 16TB/150TB
* Need to consider DWPD

U.3: 7mm and 15mm

M.2: 22x80mm and 22x110mm




NVMe Variants

QLC
16 Charge levels

Stores 4 bits per data cell
Capacity 32-150 TB
DWPD roughly half of TLC (0.5)

TLC

8 Charge levels

Stores 3 bits per data cell
Capacity 8-16 TB

DWPD is higher (1.0)



DWPD and Write Amplification

Original 4KiB
written from host

1 DWPD = Writing the capacity of
the drive

Wear leveling and

 Write Amplification is the garbage collection
additional data written due to GC Jea et

outside of the host

Solid state drive flash memaory



Architectural Decisions

Getting to NVMe has been a journey...



Architectural Decisions

Our first generation
12 HDD + 4 SAS SSD
Using CDG groups 3 HDD per SSD




Architectural Decisions

Our second generation
24 HDD + 2 NVMe

Some using Raid1 some splitting the HDDs into two CDGs




Architectural Decisions

Our third generation

22 NVMe TLC

DB/WAL for each OSD stored directly
on the individual NVMe




Architectural Decisions

All 3 generations are still used today




Benefits of NVMe - Latency

HDD NVMe

Average OSD write latency Average OSD write latency
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Benefits of NVMe
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NVMe DWPD

8TB Drive

Smart Log for NVME device:nvme8nl namespace-id:ffffffff
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How drives are changing

E1.S E1.L
Length: 111,49 mm & 118.75 mm Length: 318.75 men

e EDSFF Drive Format

* These are emerging and the
adoption rate is in flux

“Heatunk incroases thickness

e M.2->E1S Interoperable Device Sizes

Smaller devices fit within larger envelopes o ‘ - ez
g ., Ix width at 7.5mm
« U.2/3->E3S r 7

Full length at 142.2mm
[optimited for full depth chassi)

Full height at 76mm

T Short length at 112.75mm
Loptimiced for shorter chassiz)

2x width at 16.8mm <




Looking to the future

* ZNS

* Zoned Name Space for reducing write amplification
e Ceph Crimson

 Rewrite of the OSD for highspeed drives

* Ceph Seastore

e Store data more symmetrically




Things to consider on your
journey

* How much overhead and impact are HDDs costing you?
* Do your workloads fit better on TLC or QLC?

* Could adopting NVMe improve your operational model?
* Whatis the ROI for making the switch to NVMe?

e Are you ready for the future?
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Thank you!
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